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Å Open-source implementation of Google MapReduce, GFS, and BigTable for Big Data 

Analytics

Å Hadoop Common Utilities (RPC, etc.), HDFS, MapReduce, YARN

Å http://hadoop.apache.org

Overview of Apache Hadoop Architecture

Hadoop Distributed File System (HDFS)

MapReduce
(Cluster Resource Management & Data Processing)

Hadoop Common/Core (RPC, ..)

Hadoop Distributed File System (HDFS)

YARN
(Cluster Resource Management & Job Scheduling)

Hadoop Common/Core (RPC, ..)

MapReduce
(Data Processing)

Other Models
(Data Processing)

Hadoop 1.x Hadoop 2.x 
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HDFS andMapReduce in Apache Hadoop
ω HDFS: Primary storage of Hadoop; highly reliable and fault-tolerant

ς NameNode stores the file system namespace

ς DataNodes store data blocks

ω MapReduce: Computing framework of Hadoop; highly scalable

ς Map tasks read data from HDFS, operate on it, and write the intermediate data to local disk

ς Reduce tasks get data by shuffle, operate on it and write output to HDFS

ω Adopted by many reputed organizations

ς eg: Facebook, Yahoo!

ω Developed in Java for platform-independence and portability

ω Uses Sockets/HTTP for communication!
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Worker

Worker

Worker

Worker

Master

HDFS

Driver

Zookeeper

Worker

SparkContext

ω An in-memory data-processing 
framework 

ς Iterative machine learning jobs 

ς Interactive data analytics 

ς Scala based Implementation

ς Standalone, YARN, Mesos

ω Scalable and communication intensive

ς Wide dependencies between Resilient 
Distributed Datasets (RDDs)

ς MapReduce-like shuffle operations to 
repartition RDDs 

ς Sockets based communication

Spark Architecture Overview

http://spark.apache.org

http://spark.apache.org
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HBase Architecture Overview

ω Apache Hadoop Database 

(http://hbase.apache.org/)

ω Semi-structured database, which is 

highly scalable

ω Integral part of many datacenter 

applications

ς eg: Facebook Social Inbox

ω Developed in Java for platform-

independence and portability

ω Uses sockets for communication!

ZooKeeper

HBase 

Client

HMaster

HRegion 

Servers

HDFS

(HBase Architecture)
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ω Three-layer architecture of Web 2.0

ς Web Servers, Memcached Servers, Database Servers

ω Memcached is a core component of Web 2.0 architecture

Overview of Web 2.0 Architecture and Memcached

!" #$%" $#&

Web Frontend Servers 
(Memcached Clients)

(Memcached Servers)

(Database Servers)

High 

Performance 

Networks

High 

Performance 

Networks
Internet
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Memcached Architecture

ω Distributed Caching Layer
ς Allows to aggregate spare memory from multiple nodes

ς General purpose

ω Typically used to cache database queries, results of API calls

ω Scalable model, but typical usage very network intensive

Main 

memory
CPUs

SSD HDD

High Performance 
Networks

... ...

...

Main 

memory
CPUs

SSD HDD

Main 

memory
CPUs

SSD HDD

Main 

memory
CPUs

SSD HDD

Main 

memory
CPUs

SSD HDD
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ω Overview of Modern Clusters, Interconnects and Protocols

ω Challenges for Accelerating Big Data Processing

ω The High-Performance Big Data (HiBD) Project

ω RDMA-based designs for Apache Hadoopand Spark

ς Case studies with HDFS, MapReduce, and Spark

ς RDMA-based MapReduceon HPC Clusters with Lustre

ω RDMA-based designs for Memcachedand HBase

ς RDMA-based Memcached

ς RDMA-based HBase

ω Challenges in Designing Benchmarks for Big Data Processing

ς OSU HiBDBenchmarks

ω On-going and Future Activities

ω Conclusion and Q&A

Presentation Outline
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Drivers of Modern HPC Cluster Architectures

Tianhe ς2 Titan Stampede Tianhe ς1A 

ω Multi-core/many-core technologies

ω Remote Direct Memory Access (RDMA)-enabled networking (InfiniBand and RoCE)

ω Solid State Drives (SSDs), Non-Volatile Random-Access Memory (NVRAM), NVMe-SSD

ω Accelerators (NVIDIA GPGPUs and Intel Xeon Phi)

Accelerators / Coprocessors 
high compute density, high 

performance/watt
>1 TFlop DP on a chip 

High Performance Interconnects -
InfiniBand

<1usec latency, 100Gbps Bandwidth>Multi -core Processors SSD, NVMe-SSD, NVRAM
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Interconnects and Protocols in OpenFabrics Stack

Kernel 
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Middleware
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Driver

TCP/IP

1/10/40/100 
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InfiniBand

Adapter

InfiniBand

Switch

IPoIB

IPoIB

Ethernet 

Adapter

Ethernet 
Switch

Hardware 
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TCP/IP
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TOE

InfiniBand

Adapter

InfiniBand

Switch

User 
Space

RSockets

RSockets

iWARP 
Adapter

Ethernet 
Switch

TCP/IP

User 
Space

iWARP

RoCE
Adapter

Ethernet 
Switch

RDMA

User 
Space

RoCE

InfiniBand

Switch

InfiniBand

Adapter

RDMA

User 
Space

IB Native

Sockets

Application / 
Middleware Interface

Protocol

Adapter

Switch

InfiniBand
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Switch
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SDP
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ω Introduced in Oct 2000
ω High Performance Data Transfer

ς Interprocessor communication and I/O
ς Low latency (<1.0 microsec), High bandwidth (up to 12.5 GigaBytes/sec -> 100Gbps), and 

low CPU utilization (5-10%)

ω Flexibility for LAN and WAN communication
ω Multiple Transport Services

ς Reliable Connection (RC), Unreliable Connection (UC), Reliable Datagram (RD), Unreliable 
Datagram (UD), and Raw Datagram

ς Provides flexibility to develop upper layers

ω Multiple Operations
ς Send/Recv
ς RDMA Read/Write
ς Atomic Operations (very unique)

ω high performance and scalable implementations of distributed locks, semaphores, collective 
communication operations 

ω Leading to big changes in designing HPC clusters, file systems, cloud computing 
ǎȅǎǘŜƳǎΣ ƎǊƛŘ ŎƻƳǇǳǘƛƴƎ ǎȅǎǘŜƳǎΣ ΧΦ 

Open Standard InfiniBand Networking Technology
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ω Overview of Modern Clusters, Interconnects and Protocols

ω Challenges for Accelerating Big Data Processing

ω The High-Performance Big Data (HiBD) Project

ω RDMA-based designs for Apache Hadoopand Spark

ς Case studies with HDFS, MapReduce, and Spark

ς RDMA-based MapReduceon HPC Clusters with Lustre

ω RDMA-based designs for Memcachedand HBase

ς RDMA-based Memcached

ς RDMA-based HBase

ω Challenges in Designing Benchmarks for Big Data Processing

ς OSU HiBDBenchmarks

ω On-going and Future Activities

ω Conclusion and Q&A

Presentation Outline
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Big Data 
(Hadoop, Spark, 

HBase, 
Memcached, 

etc.)

Deep Learning
(Caffe, TensorFlow, BigDL, 

etc.)

HPC 
(MPI, RDMA, 
Lustre, etc.)

Increasing Usage of HPC, Big Data and Deep Learning

Convergence of HPC, Big Data, and Deep Learning!!!
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How Can HPC Clusters with High-Performance Interconnect and Storage 
ArchitecturesBenefit Big Data and Deep Learning Applications?

Bring HPC,Big Data processing, and Deep 
[ŜŀǊƴƛƴƎ ƛƴǘƻ ŀ άŎƻƴǾŜǊƎŜƴǘ ǘǊŀƧŜŎǘƻǊȅέΗ

What are the major 

bottlenecksin current Big 

Data processing and 

Deep Learning 

middleware (e.g. Hadoop, 

Spark)?

Can the bottlenecks be 
alleviated with new 
designs bytaking 
advantage of HPC 

technologies?

Can RDMA-enabled

high-performance 

interconnects

benefit Big Data 

processing and Deep 

Learning?

Can HPC Clusters with 

high-performance 

storagesystems (e.g. 

SSD, parallel file 

systems) benefit Big 

Data and Deep Learning 

applications?

How much 

performance benefits

can be achieved 

through enhanced 

designs?

How to design 

benchmarksfor  

evaluating the 

performance of Big Data 

andDeep Learning

middleware on HPC 

clusters?
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Can We Run Big Data and Deep Learning Jobs on Existing HPC 
Infrastructure?
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Can We Run Big Data and Deep Learning Jobs on Existing HPC 
Infrastructure?
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Can We Run Big Data and Deep Learning Jobs on Existing HPC 
Infrastructure?
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Can We Run Big Data and Deep Learning Jobs on Existing HPC 
Infrastructure?
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Designing Communication and I/O Libraries for Big Data Systems: 
Challenges 

Big Data Middleware
(HDFS, MapReduce, HBase, Spark and Memcached)

Networking Technologies

(InfiniBand, 1/10/40/100 GigE 
and Intelligent NICs)

Storage Technologies
(HDD, SSD, and NVMe-SSD)

Programming Models
(Sockets)

Applications

Commodity Computing System 
Architectures

(Multi - and Many-core 
architectures and accelerators)

Other Protocols?

Communication and I/O Library

Point-to-Point
Communication

QoS

Threaded Models
and Synchronization

Fault-ToleranceI/O and File Systems

Virtualization

Benchmarks

Upper level 

Changes?
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ω Overview of Modern Clusters, Interconnects and Protocols

ω Challenges for Accelerating Big Data Processing

ω The High-Performance Big Data (HiBD) Project

ω RDMA-based designs for Apache Hadoopand Spark

ς Case studies with HDFS, MapReduce, and Spark

ς RDMA-based MapReduceon HPC Clusters with Lustre

ω RDMA-based designs for Memcachedand HBase

ς RDMA-based Memcached

ς RDMA-based HBase

ω Challenges in Designing Benchmarks for Big Data Processing

ς OSU HiBDBenchmarks

ω On-going and Future Activities

ω Conclusion and Q&A

Presentation Outline
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ω RDMA for Apache Spark 

ω RDMA for Apache Hadoop 2.x (RDMA-Hadoop-2.x)

ς Plugins for Apache, Hortonworks (HDP) and Cloudera (CDH) Hadoop distributions

ω RDMA for Apache Kafka

ω RDMA for Apache HBase

ω RDMA for Memcached (RDMA-Memcached)

ω RDMA for Apache Hadoop 1.x (RDMA-Hadoop)

ω OSU HiBD-Benchmarks (OHB)

ς HDFS, Memcached, HBase, and Spark Micro-benchmarks

ω http://hibd.cse.ohio-state.edu

ω Users Base: 290 organizations from 34 countries

ω More than 28,200 downloads from the project site

The High-Performance Big Data (HiBD) Project

Available for InfiniBand and RoCE

Also run on Ethernet

Available for x86 and OpenPOWER

Support for Singularity and Docker

http://hibd.cse.ohio-state.edu/



