
2

Today’s distributed and high-per-
formance applications require high computa-
tional power and high communication
performance. Recently, the computational
power of commodity PCs has doubled about
every 18 months. At the same time, network
interconnects that provide very low latency
and very high bandwidth are also emerging.
This is a promising trend in building high-
performance computing environments by
clustering—combining the computational
power of commodity PCs with the commu-
nication performance of high-speed network
interconnects.

There are several network interconnects
that provide low latency (less than 10 µs) and
high bandwidth (several gigabytes per sec-
ond). Two of the leading products are
Myrinet1 and Quadrics.2 Recently, Infini-
Band3 has entered the high-performance com-
puting market.

All three interconnects share similarities. For
one, they provide user-level access to network
interface cards for performing communication;

they also support access to remote processes’
memory address spaces. However, they also dif-
fer in many ways. So the question arises: How
can we conduct a meaningful performance com-
parison among all three interconnects? 

Traditionally, researchers have used simple
microbenchmarks, such as latency and band-
width tests, to characterize a network inter-
connect’s communication performance. Later,
they proposed more sophisticated models
such as LogP.4 However, these tests and mod-
els focus on general parallel computing sys-
tems and do not address many features present
in these emerging commercial interconnects.

Another way to evaluate different network
interconnects is to use real-world applications.
However, real applications usually run on top
of a middleware layer such as the Message
Passing Interface (MPI). Therefore, the appli-
cation-level performance reflects not only the
capability of the network interconnects, but
also the quality of the MPI implementations
and the design choices of the MPI imple-
menters. Thus, to provide more insight into
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the communication capabilities offered by
each interconnect, it is desirable to conduct
tests at a lower level.

We propose an approach to evaluate and
compare the performance of the three high-
speed interconnects: InfiniBand, Myrinet, and
Quadrics. We have designed a set of micro-
benchmarks to characterize different aspects
of the interconnects. Our microbenchmarks
include not only the traditional performance
measurements, but also those more relevant
to modern networks that provide user-level
access. Our benchmarks also concentrate on
the remote-memory-access capabilities pro-
vided by each interconnect. We have con-
ducted tests in an 8-node cluster system
containing all three network interconnects.
From the experiments, we found that
although these interconnects have similar pro-
gramming interfaces, their performance
behavior differs significantly in terms of

• handling completion notification, 
• buffer reuse patterns, and 
• the level of unbalanced communication.

Interestingly, we cannot evaluate these qualities
using the default latency or bandwidth tests.

Motivation
As shown in Figure 1, today’s cluster systems

usually consist of multiple protocol layers. Net-
work adapters and switches connect nodes in a
cluster. At each node, a communication pro-
tocol layer provides functionalities for intern-
ode communication. Upper layers—such as
MPI, PVFS, and cluster-based databases or
Web servers5—take advantage of this commu-
nication layer –to support user applications.

One of the key tasks for a cluster designer
is to choose the interconnect that best meets
the applications’ communication require-
ments. Because applications can have very dif-
ferent communication characteristics, it is
very important to have a thorough knowledge
of different interconnects and their perfor-
mance so that you know how they perform
under these communication patterns. This
knowledge can also help upper-layer devel-
opers better optimize their software.

Microbenchmarks can be invaluable in
gaining insight into the performance of dif-
ferent interconnects. Two of the most com-

monly used types of microbenchmarks for
interconnects are latency and bandwidth.
However, using only latency and bandwidth
to characterize performance has the following
potential problems:

• These tests usually represent an ideal sce-
nario, which might differ from the pat-
terns in real applications. For example,
these tests use a single buffer at both the
sender and receiver sides. In contrast, real
applications might use multiple com-
munication buffers on each side. There-
fore, the ideal scenario’s results could be
misleading because it only reflects the low
latency of access to a single buffer by
either sender or receiver.

• Modern interconnects such as Myrinet,
Quadrics, and InfiniBand have the stan-
dard send/receive operations and sophisti-
cated network adapters to offload
communication tasks from host CPUs.
They also incorporate new features such as
user-level access to network interfaces and
remote direct memory access (RDMA)
operations. However, simple latency or
bandwidth tests fail to explicitly take these
advanced features into consideration.

To provide more realistic performance mea-
sures for these modern interconnects, we pro-
pose a new set of microbenchmarks. This
microbenchmark suite accounts for not only
the different communication characteristics
of the upper layers, but also these advanced
interconnect features. Our microbenchmarks
explore many aspects of communication
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Figure 1. Typical protocol layers in clusters.



rather than measure performance in a few
ideal cases. Therefore, these microbenchmarks
can help upper-layer software designers know
about the communication layer’s strengths
and limitations. They also help communica-
tion layer designers optimize the implemen-
tation for a given upper layer.

InfiniBand and VAPI
The InfiniBand architecture defines a net-

work for interconnecting processing and I/O
nodes. In an InfiniBand network, processing
nodes connect to the communication fabric
via host channel adapters (HCAs). I/O nodes
use target channel adapters (TCAs).

Our InfiniBand platform consists of Infini-
Host 4X HCAs and an InfiniScale switch
from Mellanox. InfiniScale is a full-wire-speed
switch with eight 10-Gbps ports. The Infini-
Host 4X HCA connects to the host through
a 133-MHz, 64-bit PCI-X bus, a higher-speed
version of the Peripheral Component Inter-
connect. This allows for a bandwidth of up to
10 Gbps over a link. However, the bandwidth
for user payloads is 8 Gbps in each direction
(that is, 8 Gbps plus 8 Gbps) because of the
8b/10b encoding used in InfiniBand. (An
IBM-patented method, 8b/10b encoding
converts 8-bit data bytes into 10-bit trans-
mission characters.)

The Verb-Based API (VAPI) is the software
interface for InfiniHost HCAs. The interface
is based on the InfiniBand verbs layer, which
is an abstract description of functionalities
provided by all HCAs. VAPI supports send,
receive, and RDMA operations. Currently,
vendors have implemented reliable connec-
tion (RC) and unreliable datagram (UD) ser-
vices on InfiniBand HCAs. In this article, we
focus on the RC service.  In InfiniBand, appli-
cation memory buffers must be registered
with the HCA to be used in communication
operations. Completion queues (CQs) report
the completion of communication requests.

Myrinet and GM
Myricom  developed Myrinet

(http://www.myri.com/myrinet/overview/index.
html) based on communication and switching
technology originally designed for massively par-
allel processors (MPPs). Myrinet has a user-pro-
grammable processor in the network interface
card that provides great flexibility in designing

communication software.
Our Myrinet network consists of M3F-

PCIXD-2 network interface cards connected
by a Myrinet 2000 switch. The link bandwidth
of the Myrinet network is 2 Gbps for each
direction (2 Gbps plus 2 Gbps). The Myrinet
2000 switch is an 8-port crossbar switch. The
network interface card uses a 133-MHz, 64-
bit PCI-X interface. It has a programmable
Lanai-XP processor running at 225 MHz. The
Lanai processor on the network interface card
can access host memory via the PCI-X bus
through a host DMA controller.

GM (http://www.myri.com/scs/index.html)
is the low-level messaging layer for Myrinet
clusters. It provides protected user-level access
to the network interface card and ensures reli-
able and in-order message delivery. GM pro-
vides a connectionless communication model
to the upper layer and supports send/receive
operations. It also has RDMA operations that
can directly write or read data to a remote
node’s address space. Similar to VAPI, GM
requires users to register their communication
buffers. We have used GM version 2.0.1 for
our studies.

Quadrics and Elanlib
Quadrics networks consist of Elan3 net-

work interface cards and Elite switches. The
Elan network interface cards connect to hosts
via a 66-MHz, 64-bit PCI bus. Elan3 has 64
Mbytes of on-board SDRAM and a memory
management unit. An Elite switch uses a full
crossbar connection and supports wormhole
routing.

Our Quadrics network consists of Elan3
QM-400 network interface cards and an Elite
16 switch; it has a transmission bandwidth of
400 Mbytes/s in each link direction.

Elanlib is a communication library that
supports protected, user-level access to Elan
network interfaces. It provides a global virtu-
al address space by integrating the address
spaces of individual nodes. One node can use
DMA to access a remote node’s memory
space. Elanlib provides a general-purpose syn-
chronization mechanism based on events
stored in Elan memory, so it can report the
completion of RDMA operations through
events. Unlike VAPI and GM, the Quadrics
network does not require users to register
communication buffers. Elan network inter-
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face cards have an on-board memory man-
agement unit. The system software is respon-
sible for synchronizing the memory
management unit table and performing
address translation.

Microbenchmarks and performance
To provide more insight into the commu-

nication behavior of the three interconnects,
we designed a set of microbenchmarks and
performance parameters to reveal different
aspects of the interconnects’ communication
performance. This set includes benchmarks
and performance parameters traditionally used
to characterize interconnect communication:

• unidirectional latency,
• unidirectional bandwidth, and
• host overhead for communication. 

We also designed tests that are more repre-
sentative of application communication pat-
terns and better related to the user-level
communication model used by these inter-
connects; they include

• bidirectional latency and bandwidth; 
• cost of checking for the completion of

communication operations;
• impact of buffer reuse; and
• tests for hot –spot, which are used to

measure communication performance
under unbalanced load 

Our experimental test bed consists of 8
SuperMicro Super P4DL6 nodes with Server-
Works GC chipsets and dual Intel Xeon 2.40-
GHz processors. InfiniBand, Myrinet, and
Quadrics connected the machines. The Infini-
Host HCA adapters and Myrinet network
interface cards work under the PCI-X 64-bit
133-MHz interfaces. The Quadrics cards use
64-bit 66-MHz PCI slots. We used the Linux
RedHat 7.2 operating system with 2.4 kernels.

Latency and bandwidth
Researchers have frequently used end-to-

end latency to characterize interconnect per-
formance. All interconnects we study here
support access to the memory space of remote
nodes via RDMA. We therefore measured the
latency to finish a remote write operation.
InfiniBand plus VAPI and Myrinet plus GM

also support send/receive operations. Figure
2 shows the latency results for both
send/receive, and RDMA write. For small
messages, Elan has the best latency, 2.0 µs.
VAPI RDMA latency is around 6.0 µs and
send/receive latency is around 7.8 µs. The
higher latency for send/receive in VAPI is
mainly due to the more complex processing
at the receiver side. GM has a small message
latency of about 6.5 µs for send/receive.
Unlike VAPI, GM’s RDMA has a slightly
higher latency of 7.3 µs. As message size
increases, VAPI begins to outperform both
GM and Elanlib. For example, when the mes-
sage size is larger than 2 Kbytes, VAPI RDMA
performs best.

We used the bandwidth test to determine
the maximum sustained data rate achievable
at the network level. In this test, a sender keeps
sending back-to-back messages to the receiv-
er until it reaches predefined queue size Q.
Then it waits for Q/2 messages to finish and
sends out another Q/2 messages. In this way,
the sender ensures that there are at least Q/2
and at most Q outstanding messages. Other
research used a similar method.10 Generally
speaking, larger Q values lead to better band-
width results. 

Figure 3a shows the bandwidth results with
a large queue size of 100. The peak bandwidth
for VAPI, GM, and Elan is around 831, 236,
and 314 Mbyte/s. For large messages, VAPI
performs significantly better than both GM
and Elan. We can also see that VAPI RDMA
performs better than send/receive, while GM
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Figure 2. Latency of messaging software running over com-
mercial networks.



shows similar performance for both. 
VAPI peak bandwidth is limited mainly by

the PCI-X chipset. GM and Elan peak band-
widths are limited by their respective link band-
widths. Figure 3b shows the bandwidth for
different queue sizes (eight and 16). We can see
that VAPI is more sensitive to the value of
queue size Q. However, even with a relatively
small queue size (eight), all three interconnects
can achieve their respective peak bandwidths.

Bidirectional latency and bandwidth
Compared with unidirectional latency and

bandwidth tests, bidirectional tests put more
stress on the PCI bus, the network interface
cards, and the switches. They therefore might
be more helpful in understanding communi-
cation bottlenecks. We carry out bidirectional
tests in a way similar to that of unidirectional

tests. The difference is that both sides send data
simultaneously. Figure 4 shows that the bidi-
rectional latency performance for all intercon-
nects is worse than unidirectional performance.
Elan small-message bidirectional latency is only
slightly worse (2.1 µs versus 2.0 µs). However,
performance degradations for VAPI and GM
are more significant. For example, VAPI
RDMA latency for small messages increases
from 6.0 µs to 9.7 µs, and GM send/receive
latency increases from 6.5 µs to 10.5 µs.

Figure 5 shows results for bidirectional
bandwidth. Although InfiniBand allows for a
maximum of 16 Gbps of bandwidth, the PCI-
X bus becomes the bottleneck and limits the
bandwidth to around 901 Mbytes/s. We can
also see that VAPI RDMA operations perform
significantly better than send/receive, except
for very large messages. Although Elan has
better unidirectional bandwidth than GM, its
peak bidirectional bandwidth is only around
319 Mbytes/s. This is much less than Elan’s
link bandwidth or the PCI bus’ peak band-
width, indicating that the performance bot-
tleneck lies in the Elan software or the
network interface cards. On the other hand,
GM performs very well in the bidirectional
bandwidth test, basically doubling its unidi-
rectional bandwidth to achieve 471 Mbytes/s.
GM’s link bandwidth limits its performance.

Host communication overhead
We define host communication overhead

as the time the CPU spends on communica-
tion tasks. The more time it spends on com-
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munication, the less time it has for computa-
tion. This measure can therefore indicate the
messaging layer’s ability to overlap commu-
nication and computation. We further char-
acterize the host communication overhead in
terms of both latency and bandwidth. In the
latency test, we obtain the overhead by direct-
ly measuring the CPU time spent on com-
munication. In the bandwidth test, we insert
a computation loop into the program. Increas-
ing the time of this computation loop will
eventually produce a drop in the bandwidth.
The point beyond which the bandwidth drops
signifies the percentage of CPU cycles that can
be allocated for computation without delay-
ing communication. 

Figure 6 presents the host overhead in the
latency test. VAPI has the highest overhead,
around 2.0 µs. Elan overhead is around 0.7
µs. GM has the least overhead, around 0.5 µs.
For all three interconnects, host communica-
tion overhead does not increase with message
size, indicating that all these interconnects can
offload most communication work to the
network interface cards instead of increasing
host overhead.

Figure 7 shows the impact of computation
time on bandwidth, as indicated by tests using
256-Kbyte messages. These results show that
all three interconnects can overlap communi-
cation and computation quite well—their
bandwidths drop only after the CPU devotes
99 percent or more of its time to computation.

Cost of checking for communication
completion

Because all three interconnects support
RDMA, one way to detect the arrival of mes-
sages at the receiver side is to poll the destina-
tion buffer about its memory content. This
approach minimizes receiver overhead, but is
hardware dependent because it relies on the
order in which the DMA controller writes to
host memory, an order not specified in the
Infiniband standard. So in theory, this method
might not work on future Infiniband-compli-
ant hardware that does not provide this feature.

Beside the preceding simple method, other
methods are possible, but must account for the
different mechanisms used by the three com-
mercial networks to report the completion of
remote memory operations. For example,
VAPI uses completion queues (CQs), while
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GM and Elanlib rely on event abstractions. Fig-
ure 8a shows the increase in latency when using
these mechanisms for remote memory access
on the receiver side. In these tests, the host CPU
is actively polling for the completion. We see
that Elan has a very efficient notification mech-
anism, which adds only 0.4 µs of overhead for
large messages. For messages less than 64 bytes,
there is no extra overhead. VAPI has an over-
head of around 1.8 µs. GM does not have a
mechanism to notify the receiver of message
arrival for RDMA operations. Therefore, we
simulated the notification by using a separate
send operation. This adds around 3 to 5 µs of
overhead. Instead of busy polling, which  con-
stantly uses CPU to check completions, the
upper layer can use blocking to wait for com-
pletions. In this case, the process that checks
for incoming messages goes to sleep and is
awaken by an interrupt when the message
arrives. Figure 8b shows that the overheads for
GM and Elan using interrupts are about 11 µs
and 13 µs. VAPI has the highest overhead,
more than 20 µs, indicating that VAPI has a
higher interrupt processing overhead.

Impact of buffer reuse
In most microbenchmarks designed to test

communication performance, the sender and
receiver sides each use only one buffer. The
sender or receiver keeps reusing the buffer
until the test finishes. Real applications, how-
ever, usually use many buffers for communi-
cation. The buffer reuse pattern can have a
significant impact on the performance of

interconnects that support user-level access to
network interfaces, such as those we present
here. This impact arises from the address
translation mechanisms used in these inter-
connects, an affect that test using only one
buffer cannot characterize. Therefore, we
designed a set of tests that have different buffer
reuse patterns to study the impact of address
translation on communication performance.

To capture the cost of address translation at
the network interface, we designed two patterns
for buffer reuse and changed the tests accord-
ingly. The first pattern uses N buffers of the
same size in FIFO order for multiple iterations.
Increasing N might eventually lead to a perfor-
mance drop. Basically, for each interconnect,
this test measures how large the communication
working set can be while still maintaining the
best communication performance. 

Figure 9 shows the bandwidth results with
512-Kbyte messages. We can see that with up
to 25 buffers, GM and Elan show no perfor-
mance degradation. However, VAPI perfor-
mance drops at more than 10 buffers. This
indicates that GM and Elan can handle several
buffers at the same time without degrading
communication performance.

The second pattern, based on percentage,
is slightly more complicated. In this pattern,
the test consists of N iterations, and we define
buffer reuse percentage R. For the N test iter-
ations, N × R iterations will use the same
buffer; all other iterations will use complete-
ly different buffers. By changing buffer reuse
percentage R, we see how buffer reuse patterns
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affect communication performance. 
Figure 10a and Figure 10b show the results

with the percentage pattern for both latency
and bandwidth tests. For the latency test, we
see that Elan is very sensitive to buffer reuse
percentage; its performance drops significantly
when the buffer reuse percentage decreases.
VAPI and GM latencies only increase slight-
ly when the reuse percentage decreases. 

Elan performance also suffers from a low
buffer reuse percentage in the bandwidth test.
VAPI shows similar behavior, although its
drop is not as significant as Elan. GM band-
width performance is insensitive to the buffer
reuse rate. Overall, we can see that GM han-
dles communication patterns with low buffer
reuse percentages more gracefully than both
VAPI and Elan.

Hot-spot tests
Our hot-spot tests measure the ability of

network interconnects (including network
adapters) to handle unbalanced communica-
tion patterns, similar to tests conducted by
other researchers. We used two sets of hot-spot
tests; in send tests, a master node keeps send-
ing messages to several slave nodes. In these
hot-spot tests, the master node first sends a set
of small messages to slave nodes to synchro-
nize them and then receives messages from all
the slave nodes. Our tests repeat this proce-
dure for multiple iterations, and we report the
latency for a single iteration. We conduct these
tests for various numbers of slave nodes.

Figures 11a and 11b show the hot-spot per-
formance results for 4-byte messages. We see
that Elan scales very well when the number of
slaves increases in both tests, and its latency
only increases slightly. In the hot-spot send
test, GM and VAPI show similar perfor-
mance; their latencies increase from around 6
µs to 7 µs for one slave, ending up at around
26 µs for seven slaves. In these hot-spot tests,
although both GM and VAPI show worse
scalability than Elan, GM’s latency increases
more rapidly than VAPI’s when the number of
slaves increases.

Related work
LogP and its extension LogGP6 are the
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using  512-Kbyte buffers (b).



methodologies that researchers often use to
extract performance parameters in conven-
tional communication layers. In addition to
the LogGP performance parameters, our
study explored the performance impact of
other advanced features available in the inter-
connects under study.

Other researchers have studied the perfor-
mance of communication layers on the
Myrinet and Quadrics networks. Our previ-
ous work7,8 devises test suites and uses them to
compare performance for Virtual Interface
Architecture9 and InfiniBand implementa-
tions. Here, we extend the work by adding sev-
eral important scenarios that have strong
application implication and apply them to a
wider range of communication layers and net-
works. Bell et al.10 evaluate communication
layer performance for several parallel comput-
ing systems and networks. However, they base
their evaluation on the LogGP model and used
different test beds for different interconnects.

Our results show that to gain more insight
into the performance characteristics of

these interconnects, it is important to go
beyond simple tests such as those for latency
and bandwidth. Specifically, we must consid-
er the performance impact of certain features
such as remote memory access, completion
notification, and address translation mecha-
nisms in the network interface. In future, we
plan to expand our micro-benchmark suite to
include more tests and more interconnects.

We also plan to extend our work to higher
level programming models. MICRO
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