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Abstract

As multi-core systems gain popularity for their increased
computing power at low-cost, the rest of the architecture
must be kept in balance, such as the memory subsystem.
Many existing memory subsystems can suffer from scalabil-
ity issues and show memory performance degradation with
more than one process running. To address these scala-
bility issues, Fully-Buffered DIMMs have recently been in-
troduced. In this paper we present an initial performance
evaluation of the next-generation multi-core Intel platform
by evaluating the FB-DIMM-based memory subsystem and
the associated InfiniBand performance. To the best of our
knowledge this is the first such study of Intel multi-core plat-
forms with multi-rail InfiniBand DDR configurations. We
provide an evaluation of the current-generation Intel Lin-
denhurst platform as a reference point. We find that the Intel
Bensley platform can provide memory scalability to support
memory accesses by multiple processes on the same ma-
chine as well as drastically improved inter-node throughput
over InfiniBand. On the Bensley platform we observe a 1.85
times increase in aggregate write bandwidth over the Lin-
denhurst platform. For inter-node MPI-level benchmarks
we show bi-directional bandwidth of over 4.55 GB/sec for
the Bensley platform using 2 DDR InfiniBand Host Chan-
nel Adapters (HCAs), an improvement of 77% over the cur-
rent generation Lindenhurst platform. The Bensley system
is also able to achieve a throughput of 3.12 million MPI
messages/sec in the above configuration.

1. Introduction

Over the past few years high-performance clusters of com-
modity hardware connected through high speed intercon-
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nects have largely replaced those with proprietary hardware.
At this same time, computing power has increased rapidly,
with multi-way SMP systems and the recent introduction
of multi-core systems. As the number of computation pro-
cesses on a single machine has increased, the memory re-
quirements have likewise increased. Moreover, for scalable
computation in cluster environments, high-speed intercon-
nects such as InfiniBand [1], are emerging to take advantage
of recent technology advancements, like PCI-Express [4], to
achieve low latency of less than 2µs and high bandwidth of
20 Gbits/sec. This added network capability creates an ad-
ditional burden on the memory subsystem, especially when
multiple processes on a compute node are fully utilizing
the network. Current-generation memory subsystems of-
ten face scalability issues to meet this increasing need for
memory performance. Both increased memory capacity
and throughput are required to scale for multi-core systems,
however, traditional memory controllers require each ad-
ditional memory module to be electrically connected to a
shared bus, thus creating a tradeoff between speed and ca-
pacity [2].
To address these scalability issues and reduce the need

for this tradeoff, the Fully-Buffered Dual Inline Memory
Module (FB-DIMM) standard [3] has been introduced as
a possible solution. Support for FB-DIMM is included in
the next-generation multi-core platform from Intel, code-
named “Bensley.” In this paper, we carry out a detailed
evaluation of the memory subsystem and the associated im-
pact on network performance with InfiniBand. We compare
both the next-generation Bensley platform and the current-
generation Intel Lindenhurst platform with these metrics.
We first evaluate the impact of different FB-DIMM mem-
ory configurations using a varying number of channels and
DIMMs. We also evaluate the memory subsystem using
multiple processes performing memory intensive operations
on a single system to emulate loaded conditions. We also
include network-level communication metrics to evaluate
the impact of the memory subsystem on InfiniBand perfor-
mance. Our results show a significant advantage in scal-



able throughput and capacity in all measures with the Bens-
ley platform. On the Bensley platform we observe a 1.85
times increase in aggregate write bandwidth over the Lin-
denhurst platform. Results using dual InfiniBand DDR
show the Bensley platform is able to achieve 2.80 GB/sec
uni-directional bandwidth, 4.55 GB/sec bi-directional band-
width, and a MPI message rate of up to 3.12 million/sec.
The Lindenhurst platform by comparison reached only 2.57
GB/sec for both uni-directional and bi-directional band-
width and 2.07 million MPI messages/sec.
The remaining part of the paper is organized as follows:

In Section 2, we provide a brief overview of memory sub-
system design and the Bensley platform and an overview
of the InfiniBand Architecture. We will briefly describe the
experimental setup in Section 3. Our performance evalu-
ation of the memory subsystem and the effect of different
memory configurations is presented in Section 4. In Sec-
tion 5 we evaluate the effect of the memory subsystem on
inter-node communication. Finally, Section 6 finishes with
conclusions and future work. To the best of our knowledge,
this is the first extensive evaluation of FB-DIMM in an In-
finiBand cluster environment.

2. Background

In this section we present the background of two areas.
We start with a brief overview of the Intel Bensley platform
with Fully-Buffered DIMMs. This is followed by a brief
introduction to InfiniBand.

2.1. Intel Bensley Platform with Fully-Buffered
DIMMs

As multi-core processors are becoming more prevalent, the
demand for additional memory capacity has increased. The
current design of DDR and DDR2 memory controllers use
a shared-bus, often referred to as a “stub bus,” which has
an inherent limitation that prevents increasing capacity at
the same time as speed. As a shared medium, the bus be-
comes a significant problem as additional capacity is needed
since each additional module must be electrically connected
to the memory controller. In existing designs a tradeoff is
required between increasing speed and increasing capac-
ity [2].
Fully-Buffered DIMMs (FB-DIMMs) [3] are part of an

emerging memory standard to avoid this tradeoff of speed
and capacity. By using serial point-to-point lanes, the
shared bus can be removed. In this design, each memory
module contains a buffer that allows communication to pass
through a serial channel to other DIMMs on the same chan-
nel. Using this design, the memory controller only needs
to write to the first buffer, not directly to the destination
memory module. As these accesses can be buffered, multi-
ple write requests can be proceed simultaneously. This se-
rial architecture also allows a significantly lower pin count,
which in turn allows additional memory channels and faster
transmission rates. The FB-DIMM specifications allow for
at least 6 channels, each with up to 8 slots each for a total

capacity of 192 GB. The design of the FB-DIMM memory
modules is general enough to support new memory mod-
ule speeds such as DDR3, although the current designs use
DDR2. The Intel Bensley platform is the next-generation
Intel server platform that encompasses the FB-DIMM mem-
ory controller, as provided by the Blackford chipset, Intel
I/O Acceleration Technology, Intel Virtualization Technol-
ogy, and the dual-core “Dempsey” processor. For the pur-
poses of this paper we will focus on the memory controller
performance.

2.2. Overview of InfiniBand Architecture

The InfiniBand Architecture specifies a high-speed
switched network fabric for interconnecting processing
nodes and I/O nodes. InfiniBand has grown in popularity in
system-area networks due to its high-performance and open
standard. It provides many advanced features such as Re-
mote Direct Memory Access (RDMA), atomic operations,
and multicast. InfiniBand Host Channel Adapters (HCAs)
are generally available in two 4x speeds, Single-Data Rate
(SDR) with a data rate of 8Gbits/sec and Double-Data Rate
(DDR) with a data rate of 16Gbits/sec. For this paper we
will be using two DDR HCAs to stress the memory subsys-
tem.

3. Experimental Testbed

Our experimental testbed consists of two InfiniBand clus-
ters. Our Bensley cluster contains SuperMicro X7DB8+
servers, each with two 8x PCI-Express slots. Each node
contains two 3.2 GHz Intel Xeon “Dempsey” dual-core pro-
cessors and a FB-DIMM-based main memory. This hard-
ware contains 4 memory channels, each with 4 FB-DIMM
slots. For comparison, we use a Lindenhurst cluster that
consists of SuperMicro X6DH8-G2 servers, each with two
x8 PCI-Express slots. Each node in the cluster contains
two single-core Intel Xeon CPUs running at 3.4 GHz and
with up to 4GB of DDR2 memory. In both clusters, all
machines contain two dual-port Mellanox MT25208 Infini-
Band DDR HCAs and are connected through a Mellanox
MTS-2400 DDR InfiniBand switch for MPI-level perfor-
mance results. Linux with kernel 2.6.16.2 is used on both
clusters with InfiniBand support provided through the 1.0
branch of OpenIB/Gen2 stack [9]. The Intel Compiler v9.0
is used for compilation of all benchmarks.
For MPI-level evaluation we use MVAPICH[6, 8], a pop-

ular MPI-1 implementation over InfiniBand designed and
developed at the Ohio State University. To fully exploit the
throughput of the memory subsystem, we use the “multi-
rail” feature of MVAPICH [5], which allows data transfer
on multiple HCAs and ports.

4. Performance Evaluation of the Memory
Subsystem

In this section we evaluate the memory subsystem perfor-
mance of the next-generation Intel Bensley platform. We
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also carry out performance comparisons between the Bens-
ley platform and the current-generation Intel Lindenhurst
platform.
We evaluate the memory subsystem from two main as-

pects:

• Impact of different memory configurations on the
Bensley platform: Various memory channel config-
urations are possible given a set number of mem-
ory DIMMs. As an example, DIMMs can be dis-
tributed evenly across different subchannels in a round
robin assignment or block configuration, where all
channels may not have equal number of DIMMs. In
Section 4.1, we quantitatively evaluate the impact on
memory access latency and throughput of distribut-
ing DIMMs among multiple channels and adding ad-
ditional DIMMs to each channel.

• Comparison of Intel Bensley and Lindenhurst systems:
In Section 4.2 we compare memory access latency and
throughput. We also study the performance degreda-
tion when a machine is under a heavy load.

Our experiments are based on lmbench 3.0-a5 [7], an
open-source benchmark suite designed to evaluate UNIX
system performance metrics. We focus on the memory read
latency and the memory bandwidth benchmarks (including
read, write, and copy) provided by the test suite.
The memory read latency benchmark reports back-to-back

load latency. This latency is the time required to fetch a sin-
gle byte from memory. To evaluate different levels of the
memory subsystem, such as the L1 cache, L2 cache, and
the main memory, lmbench creates an array of a given size
and iterates over it, fetching the bytes with a user-defined
stride. An array of a small size completely fits into cache
and shows cache-level performance, while larger array sizes
(above 2MB) do not fit into cache and evaluate main mem-
ory latency. To ensure a cache miss on each access, we use
a stride size of 512 bytes, a value larger than the cache line
size.
The read memory bandwidth benchmark begins with al-

locating 16MB of memory, setting all bytes to zero, and
reading the data as integer loads and adds. With the speed
of modern processors, the dominant term amongst the load
and integer addition is the memory load time. The write
memory bandwidth benchmark functions similarly, writing
to the memory as a series of integer stores.
In order to evaluate memory performance scalability with

system load, we introduce the terms unloaded and loaded
memory performance. Unloaded memory performance is
directly reported by lmbench. Loaded memory performance
evaluation is conducted with multiple processes running the
benchmarks. In the case of loaded latency, a read memory
throughput test is run at the same time as the memory la-
tency benchmark. For loaded memory bandwidth, multiple
processes run the same bandwidth benchmark simultane-
ously and the aggregated throughput is reported.

Figure 1. Main Memory Access Latency with
Varying Numbers of Channels

4.1. Impact of FB-DIMM Memory Configurations

As mentioned earlier, our Bensley systems support 4 mem-
ory channels and up to 4 DIMMs per channel. In this sec-
tion, we study the impact of different memory configura-
tions on performance:

• Distributing DIMMs across multiple channels
• Adding more DIMMs per channel

4.1.1 Distributing DIMMs among Multiple Channels
In this section we fix the total amount of memory to 4GB (4
DIMMs of 1GB size) and populate the memory in the fol-
lowing configurations to study the memory access latency
and bandwidth:

• 1 channel with 4 DIMMs
• 2 channels each with 2 DIMMs
• 4 channels each with 1 DIMM

Figure 1 shows the latency as reported by lmbench with
increasing array sizes. For smaller arrays of less than 2MB
size show the performance of L1 and L2 cache hits, since
the entire array fits into cache. When the data has to be
fetched from main memory, the latency reduces as the num-
ber of channels is increased, because the memory controller
can fetch memory in parallel from the different channels
through memory interleaving. The main memory byte la-
tency for a single channel is 57% higher than that of two
channels. The difference in latency between two channels
and four channels is a more modest 6% improvement.
The performance benefit of populating DIMMs into mul-

tiple channels is also observed in Figure 2, which shows
the memory bandwidth for read, write, and copy operations
all increase with more channels being used. We also show
the loaded memory performance, the aggregated throughput
with 2 and 4 processes running the benchmarks simultane-
ously. We see similar trends except for the 2 process case,
where the memory copy bandwidth drops with 4 channels.
We are still investigating the reason for this drop.
4.1.2 Adding Additional DIMMs per Channel
In the previous section we have shown that using multiple
memory channels can significantly increase memory sub-
system performance. The Bensley systems, however, sup-
port up to 16 memory DIMMs, so multiple DIMMs per
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(a) Aggregate Read Bandwidth (b) Aggregate Write Bandwidth (c) Aggregate Copy Bandwidth

Figure 2. Bensley Memory Throughput for Varying Numbers of Channels

Figure 3. Bensley/Lindenhurst Access La-
tency Comparison

channel are required to reach the maximum memory ca-
pacity. In this section we study the impact of adding ad-
ditional DIMMs per channel. We use 4 memory channels
in all cases and increase the number of DIMMs per channel
from 1 to 2 and 4, for a total of 4GB, 8GB and 16GB of
total memory, respectively.
From our experimental results we observed that with in-

creasing numbers of DIMMs per channel the latency in-
creases for each additional set of DIMMs. The access la-
tency when all 4 slots per channel are populated is approxi-
mately 22ns higher than in the case when only a single slot
per channel is used and around 9 ns higher than utilizing 2
slots per channel. Thus, there is around a 7% overhead for
adding 1 additional DIMMs per channel. This additional
time is needed to reach the last DIMM in the channel, due
to the serial connection.
We observe no significant differences by varying the num-

ber of DIMMs and evaluating the read, write, and copy
throughput performance.

4.2. Performance Comparison of Bensley and Lin-
denhurst Memory Subsystem

In this section, we compare the memory subsystem per-
formance of the Bensley FB-DIMM architecture with a tra-
ditional DDR2 memory controller on the Lindenhurst plat-
form, under both loaded and unloaded cases.
4.2.1 Latency
The results of the memory read latency benchmark are re-
ported in Figure 3. We show the loaded and unloaded mem-

ory performance for each of the platforms when equipped
with increasing numbers of DIMMs. When the systems are
unloaded, the memory read latency on the Lindenhurst plat-
form with 2 DIMMs is 12ns lower than the 4 DIMM Bens-
ley configuration. This latency, however, on Lindenhurst
increases 15ns when an additional 2 DIMMs are added. In
contrast, the Bensley memory latency increases only 9ns
when 4 additional DIMMs are added, one to each channel.
To demonstrate the loaded memory latency, we run two

processes, one performing a read memory throughput test
to provide a load on the system and another to perform a
read memory latency test. As shown in Figure 3, the mem-
ory read latencies increase for both the Bensley and the Lin-
denhurst platforms due to memory contention. The latency
increases nearly 40% on average for Lindenhurst in com-
parison to a 10% increase on Bensley. This shows that the
slightly higher unloaded FB-DIMM latency, created by se-
rial access, is largely offset by the other features of the ar-
chitecture, such as allowing accesses to proceed in parallel.

4.2.2 Memory Throughput
In this section, we evaluate the memory throughput of both
the Lindenhurst and Bensley platforms with varying num-
bers of DIMMs. The read, write, and copy benchmarks are
the same as described in the previous section.
Examining the results presented in Figure 4, we see that

for unloaded case (1 process accessing the memory), the
Bensley and Lindenhurst platforms give nearly the same
read, write and copy bandwidth. This changes when 2
processes are running concurrently; the Bensley platform
shows improved aggregated memory read bandwidth of
44% in contrast to a smaller 16% improvement on the Lin-
denhurst platform. On the Lindenhurst platform, the two
process write and copy operations perform 25% and 19%
worse, respectively, than the single process case The Bens-
ley platform, however, scales to 4 concurrent processes
without degradation of aggregate performance for both of
these metrics.

5. Network Performance Evaluation
We present the evaluation of the Bensley and Lindenhurst

platforms with InfiniBand in this section. For this eval-
uation we use MVAPICH, which supports multi-rail con-
figurations and provides different scheduling policies for
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(a) Aggregate Read Bandwidth (b) Aggregate Write Bandwidth (c) Aggregate Copy Bandwidth

Figure 4. Bensley/Lindenhurst Memory Throughput Comparison

data transfer. We perform various communication micro-
benchmarks to evaluate the performance of the Bensley
memory subsystem with InfiniBand. To stress the memory
subsystem, we use two DDR InfiniBand HCAs per node.
To simulate various system loads we run 1, 2, and 4 pro-

cess pairs for the microbenchmarks. In a n process pair
benchmark, there are n processes on one node sending data
to n processes on another node with a one-to-one mapping.
For the single process pair case we use an even striping pol-
icy where small messages are sent with a round robin sched-
ule and larger messages are striped across all available HCA
ports. For two and four process cases, we use a process
binding schedule with processes are assigned to HCA ports
in a round-robin mapping.
In evaluating the results of the micro-benchmarks, it

should be noted that InfiniBand requires communication
buffers to be registered. Thus, for messages of size lesser
than 8KB, MVAPICH uses a copy-based approach where
the message is copied into a pre-registered buffer, mak-
ing the memory copy bandwidth very important. Messages
larger than 8K will use a zero-copy RDMA-based approach
where the user buffer is registered and is more dependent
on write memory bandwidth.

5.1. Uni-Directional Bandwidth
In the uni-directional bandwidth benchmark, we evaluate

the bandwidth of each platform by varying the message size.
This benchmark performs a throughput test between sender
and receiver pairs where for each message size the sender
sends a window of messages and waits for an acknowledg-
ment from the receiver. This step is repeated for a few thou-
sand iterations.
Figure 5 shows the aggregated bandwidth of multiple pro-

cesses performing network communication to processes on
another node. In the figure we present results for 1, 2 and
4 process pairs for Bensley systems and compare them with
the 1 and 2 process pair results of the Lindenhurst systems.
On the Lindenhurst systems, using two processes improves
the aggregated throughput for small to medium-sized mes-
sages, however, the peak bandwidth for two process pairs is
worse than that of the single process pair. This matches the
drop in aggregate memory write bandwidth for the Linden-
hurst platform as shown in Section 4.2. On the Bensley plat-

Figure 5. Uni-Directional Bandwidth

Figure 6. Bi-Directional Bandwidth

form, the aggregated bandwidth increases consistently for
small messages with an increasing number of communica-
tion pairs. Comparing with the Lindenhurst 2 process case,
the aggregate bandwidth is nearly double for the 16K mes-
sage size. The Bensley system shows further scalability in
the 4 process pairs case, with a significant performance im-
provement over two process pairs. The 4 process case satu-
rates the InfiniBand fabric at around 32K to around 2810
MB/s, an improvement of 28% over the peak bandwidth
achieved by the Lindenhurst systems.

5.2. Bi-Directional Bandwidth
The bi-directional bandwidth benchmark is similar in de-

sign to the uni-directional bandwidth benchmark presented
earlier. However, in this case, both sides of the communica-
tion send as well as receive data from each other. As done
in the previous test, the above step is performed for a few
thousand iterations.
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Figure 7. Messaging Rate

Figure 6 compares the performance of the systems using
the bi-directional bandwidth test. We notice that for nearly
all message sizes the bi-directional bandwidth achieved by
the Bensley platform is much greater than the Lindenhurst
platform. For the Lindenhurst platform, at a message size
of 1KB the 2 process case is only 15% greater than the
1 process case. The Bensley platform by comparision in-
creases performance by 75% from 1 to 2 process pairs and
45% from 2 to 4 process pairs. For peak bandwidth, we
note the Lindenhust platform achieves 2565 MB/sec, only
100 MB/sec better than the uni-directional bandwidth peak
bandwidth. The Bensley system, however, is able to reach
over 4550 MB/sec, which is an improvement of 62% over
the uni-directional benchmark result.

5.3. Messaging Rate

The messaging rate benchmark evaluates the throughput
of each platform to send messages of varying sizes. This
benchmark performs a throughput test similar to the unidi-
rectional bandwidth benchmark, however, instead of report-
ing bandwidth it reports the number of messages transfered
per second. It is important to assess the throughput in this
manner as many applications make frequent use of small
messages. For evaluating scalability, the benchmark allows
more than one pair of processes to run simultaneously, with
aggregated performance being reported.
Figure 7 compares the aggregated messaging rate capabil-

ities of the Lindenhurst and Bensley platforms. For very
small messages (≤ 4 bytes), the Lindenhurst and Bensley
platforms have a nearly identical peak message rate of 1
million messages/sec and 2 million messages/sec for one
and two processes pairs, respectively. The performance
difference of the two systems diverges for larger message
sizes. At a message size of 512 bytes the two process result
for the Lindenhurst system has dropped to a 52% increase
over the single process case while the Bensley systems still
show an improvement of 100%. We also note the scalability
of the Bensley systems by increasing the number of process
pairs to 4, which increases the aggregated messaging rate to
3 million packets/sec and converges to the level of the two
process case only after 4K message size when the Infini-
Band fabric is becoming saturated.

6. Conclusions and Future Work
In this paper, we have carried out a detailed evaluation

of the memory subsystem of both the the next-generation
Bensley platform and the current-generation Lindenhurst
platform. We also evaluated the impact of the memory sub-
system on network performance with InfiniBand. We first
evaluated the impact of different FB-DIMM memory con-
figurations using a varied number of channels and DIMMs.
We then evaluated the memory subsystem using multiple
processes performing memory intensive operations on a sin-
gle system to emulate loaded conditions. Our evaluation
completed with network-level communication metrics to
evaluate the memory subsystem impact on InfiniBand per-
formance with PCI-Express. Our results have shown a sig-
nificant advantage in scalable throughput and capacity in
all measures with the Bensley platform. On the Bensley
platform, we observed a 1.85 times increase in aggregate
write bandwidth as compared to the Lindenhurst platform.
Inter-node results with 2 DDR HCAs have shown, the Bens-
ley platform is able to achieve 2.80 GB/sec uni-directional
bandwidth, 4.55 GB/sec bi-directional bandwidth, and a
MPI message rate of up to 3.12 million/sec. The Linden-
hurst platform by comparison reached only 2.57 GB/sec for
both uni-directional and bi-directional bandwidth and 2.07
million MPI messages/sec.
In the future we plan to continue working on assessing

the scalability of the Bensley architecture by profiling real-
world applications on a larger cluster and observing the ef-
fects of contention in multi-core architectures.
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